Banepun YepeneHHNKOB,

. | '\i‘. ‘ g
\, Hukonan Mectep




CopepxaHue

[locTaHOBKa npoobremMbl
CtpaTterunsa pewieHus
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[lpoAyKTbI U TEXHONOTUN



Exascale

Goal: 1-ExaFlops (10'8) within 20 MW by 2018

Weather Prediction
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Solve many vet impossible life changing problems
Make PFlop HPC computing affordable and ubiquitous



Ctparterusa pelwueHus



BuaeHnue Intel nytn k Exascale

Reliability
and Resiliency

Processor
Performance

Interconnect

Standard
Programming
Models for Parallelism

Power
Efficiency




[lpoObnema: QHepronoTpebdrieHne

Ha ypoBHe cUCTeMbil:
« CeropgHsa: 10PFLOPS, 12MW -> 1200pJ/Op
 Exaflops: 1000PFLOPS, 20MW -> 20pJ/Op

TpebyeTca yny4lwieHne BCeX CUCTEMHbIX KOMMOHEHT
[lpoueccopHasa noacucrtema ao 10pJ/Op

UToro: npumepHo 60x ynyJuwieHne anga Exascale



[lpoObnema: QHepronoTpebdrieHne

== \/Ulti Core

= Many Core

TARGET 10-20 pJ/Op
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PasHuua ymeHbllaeTca Ao 2-3x pas ¢ 50x
3HA4YUT Mbl He AOMKHbI CUIIbHO MEeHATb MoAerib NporpaMmMupoBaHns



Integration Is The Key

Unprecedented Innovations Only Enabled by the Leading Edge Process Technology

Mat Memoryﬁontrol&
Cop ssor On-package memtiry
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Integrated Tollavm The Possibilities For Tomoreaw

System level benefits in cost, power, density, scalability, & performance

Other beands, names, and images are the property of their respective owners.



HoBble HanpaBreHna nHHoBauun: Fabrics

HPC Expertise
Fabric Management & Software
Highest Performance, Scalable 1B Products

HPC Expertise

Intellectual Property CRAY”

WOrId_CIaSS Interconnects THE SUPERCOMPUTER COMPANY

Low-latency Ethernet Switching
Data Center Ethernet Expertise
High Radix & Low Radix Switch Products

Wy I'Iflfl‘4

Market Leading Compute & Ethernet Products
Platform Expertise

BbecnpeuegeHTHbIN YPOBEHb NHHOBaLUN

Other brands and names are the property of their respective owners.



TakTnyeckum noaxon



BbicokonapannenbHble NPUNIOXeHUa u
npoueccopbl
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% Vector

* Theoretical acceleration of a highly parallel processor over a Intel® Xeon® parallel processor (<1Intel® Xeon® faster)




[lporpammmnpoBaHue Ha
CPU un Conpoueccope

B oTnn4ymne ot yckoputenen ontmummsauns
ans
npoayktbl Intel® Xeon Phi™ un Intel®
Xeon®
Icnonb3yoT Te XXH camble A3bIKU U
OVPEKTUBHI,
BMBINOTEKN U NHCTPYMEHTHI.

* Other brands and names are the property of their respective owners.

Compilers
and Runtimes

Nows & Events

port Intel Xeon Phi
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Many Core n Multi-Core gna HPC

Many Integrated Cores: 1-1.2GHz Multi-core Intel Xeon: 2.2-3.5GHz
Hiag SR e i
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8 % : i B _. ' “:; {~- L Ans | Die Size not to scale
gx!a:" v it 5 i}&': g‘__] '-f}:
» Kaxxnoe gﬂlpo MeHbUJe N MeHee F (B O J'Iyt-lLue NMPON3BOAUTESIbHOCTbL NMOTOKa
SHepronoTpebdnstoLlee « BonbLue 8apo, 6ornbLue KaLl
* Hnxe npon3BoanTESIbHOCTb NOTOKa, HO BblLLE * Multi-core npeanaraeT NpeKkpacHyto
obLuasi NPOM3BOANTENBHOCTb NPON3BOANTESNIbHOCTbL A1 LLUMPOKOro cnekrpa
* Many core npegnaraeT 6onbwuin napansennam NPUINOXEHWUI
Ang KoMneHcaunum MeHbLUen 4YacToTbl . ﬂmﬂmpy}omee B MHOYCTPUN COOTHOLLIEHNE
» ObLKne nporpaMMHbIE CpeacTBa ¢ Xeon , Npon3BOANTENIbHOCTb Ha BaTT A1
6bICTpaF| agantauus |-|p|/|no>|(e|.||/|ﬁ U nocnenoBaTesibHbIX U NapaleribHblIX HAarpy3okK

onTuMmn3auund
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CtaHpapTtHble GPU yCKopMTenvl

Intel® Xeon® Phi™
Moaenun ncnonb3oBaHUdA

Intel® Xeon Phi™ Coprocessor

B Xeon®
! Processor

& Xeon® Phi™
l & Coprocessor
- & Main ()
e MPI()

unc (),

Homogenous clustering

d Xeon ®
{ Processor

> Main ()

VP ()
-unc ();

@ Xeon® Phi™

' & Coprocessor
- & Main ()

e MPI()

unc (),

KnacTtepHble mogenu

Heterogeneous clustering

l # Processor
: Main ()
e MPI()

unc ().

& Xeon®

I # Processor
N ETN)
e MPI ()

unc (),

Copyright Intel Corporation 2011-12

i Xeon®

B Xeon® Phi™

| f Coprocessor

Off-load Model
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Top 500 Highlights

Top500 GFlops Co-processor / Accelerators

MU only HGPU+CPU  wCoProceCPU

New on the List (# of Systems) New on the List (GFlops)
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Highlights Intel® Xeon Phi™ coprocessor
» Top10 systems: #1 and #6 system on list
» #6 system: 5.3 PF TACC Stampede

Intel® Xeon® processor

403 of 500 (81%) of all systems chose Intel

174 of 177 (98%) of new systems chose Intel > 98% of new listings based on Intel
_ > Tstlisting of Intel Xeon E5-2600 V2 processor
Total Rmax of Intel Xeon Phi > total Rmax of GPUs > 56% performance increase vs. prior generation

Source: www.topS00.0rg
Other brands and names are the property of their respective owners.



Intel® Xeon Phi™ Coprocessor 7120

VEV I EINGES:
npou3BoANTESNIbLHOCTb

LoctynHa B 1-n nonosnHe 2013
>1.238 Gigaflops DP (peak)
16GB GDDR5 memory at 320 GB/s

Active and Passive form factors at 300\W TDP

+20-25%

nponsBoaANTE/IbHOCTU



Next Intel® Xeon Phi™ Processor:
Knights Landing

Designed using
Intel’s cutting-edge

14nm process

Not bound by “offloading” bottlenecks

Standalone GPU or
PGle coprocessor

Leadership compute & memory bandwidth

on-package memo
packag Voo

Al products, computer systems, dates and figures specified are preliminary based on current expectations, and are



Intel® Xeon® processor E5-2600 v2

Intel Xeon Processor

E5-2600 v2

DDR3 CoBMeCTMMO MO COKETY C

M QP! Intel® Xeon® E5-2600
CORE CORE

DDR3 CORE "CORE QPI

[o 12 anep n 30MB k3wa

— A—— o ~40%?! npunpocTa

DDR3 CORE — MPOU3BOAUTENIbHOCTUN C TEM XKe
‘CORE  CORE TDP

CORE CORE

Up to 30MB Yny4yweHbl 6e30nacHOCTb
DDR3 Shared Cache c Intel® Secure Key & Intel® 0S
Guard Ansa AoNoJIHUTENbHOM
annapaTtHon 6e30MnacHOCTH

4 channels of up to
DDR3 1866 MHz
memory

Integrated
PCI Express* 3.0

Up to 40 lanes
per socket

.~ * Other names and brands may be claimed as the property of others o

1 Results have been simulated and are provided for informational purposes only. Results were derived using simulations run on an architecture simulator or model. Any difference in system hardware or software design or configuration may
affect actual performance. Intel product plans in this presentation do not constitute Intel plan of record product roadmaps. Please contact your Intel representative to obtain Intel’s current plan of record product roadmaps. Software and
workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and MobileMark, are measured using specific computer systems, components, software,

operations and functions. Any change to any of those factors may cause the results to vary. You should consult other information and performance tests to assist you in fully evaluating your contemplated purchases,
including the performance of that product when combined with other products.

For more information go to http://www.intel.com/performance



http://www.intel.com/performance

Relative Performance
(Normalized to 1.0 Baseline of E5-2690)
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NMpounsBoanTeNbHOCTb
Intel® Xeon® Processor E5-2600 v2
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E5-2600v2 130W 12C

o
Ao

o

E5-2690 TPC TPC SPECint*_ SPECfp*_ Linpack STREAM
135W 8C Benchmark* Benchmark* rate_ rate_
("Sandy Bridge C E base2006 base2006
EP 25")

Baseline
Relative performance improvement. Source: Intel SPP JET Q4'12 approved results as of 31 December 2012.

Intel does not control or audit the design or implementation of third party benchmark data or Web sites referenced in this document. Intel encourages all of its customers to visit the referenced Web sites or others where similar performance benchmark data are reported and confirm whether the referenced benchmark data are accurate
and reflect performance of systems available for purchase.

Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. These optimizations include SSE2, SSE3, and SSE3 instruction sets and other optimizations. Intel does not guarantee the availabilit?/, functionality, or effectiveness of any
optimization on microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for Intel microprocessors. Please refer to the applicable product User and Reference Guides for
more information regarding the specific instruction sets covered by this notice. Notice revision #20110804

- Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and MobileMark, are measured using specific computer systems, components, software, operations and
~ ~ finctions  Anv chanae ta anv of thnse farctars mav canse the results to vary. You should consult other information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product when combined with other products.

*QOther names and brands may be claimed as the property of others.




JinHeuka Intel® SSD gnsa LOOosB

Intel ® SSDs NponzBoauTenbk

Makcummnzauymns $/IOPs ¢ npaBu/ibHOMU
rpon3BOANTE/IbHOCTbIO, HaAEXHOCTbLIO U 3aLUTOU
AaHHbIX

OT/1IM4YHO
Highest Performance

High Endurance

PCIe
Up to 1.8GB/1. 3GB se% Rd/Wrt
Up to 184K/70K IOPs 4K Rdm Rd/Wrt
800GB: Up to 10PB with HET
?
Jlydwe

\{// > 3 Higher Performance

High Endurance

SATA 6Gb
Xopowo Eto 500/460 MBs sust. Rd/Wrt
0

. 75K 36K IOPs 4K Rdm Rd/Wrt
High Performance 0G5! U to 14.6PB with HET
Standard Endurance
SATA 6Gbps

Up to 500/450 MBs sust. Rd/Wrt
Up to 75K/11.5K IOPs 4K Rdm Rd/Wrt
800 GB: UP to 450TB

HET = High Endurance Technology
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