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In place of Agenda

® Intel® Cluster Tools
® Intel® Compilers and Debugger

® Intel® Threading Analysis Tools
— Thread Checker
— Thread Profiler
— Threading Building Blocks
® Performance Analysis Tools
— Intel® VTune Performance Analyzer
— Performance Tuning Utility
— Intel® Parallel Studio
® Performance Libraries
— Math Kernel Library
— Intel® Performance Primitives
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Use the Same Toolset for 32/64 bit
on Windows¥*, Linux* and Mac OS¥*

(ntel) |ntel® Software intel (inteD| (inteD) (inteD] (inteD)| (intel)
Core’2 R .
Do Contring 2| | Penmm‘ SN
wiwere - Development Products =
. Operating systems Operating Systems
Currently Available @ Windows* Linux* Windows Linux Mac 0S* X
Development Environments Development Environments
Visual Studio* GCc Visual Studio GCC XCode*
. (i o o [ ] ® <
Compilers Fortran ° ° ps ® °
Performance Analyzers  VTune™ Performance Analyzer o o ® o
Integrated Performance Primitives o ® @ ® ®
Performance Libraries Math Kernel Library O O [ ] & o
Threading Building Blocks ® [ ] [ ] @
Threading Analysis Tools m;g:g E’?c?fci:(eerr : ®
MPI Library ® @
Trace Analyzer and Collector [ ] @
Cluster Tools Math Kernel Library Cluster Edition (] ® (] @
Cluster Toolkit @ @
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Documentation, articles, discussion forums and
blogs are now centralized and localized

® Intel® Software Products discussion forums and blogs

— Welcomes a very large number of bloggers from Intel.
— Forums are very active with engineers from various communities present
— English
> http://software.intel.com/en-us/forums
> http://software.intel.com/en-us/blogs/
— Russian

> http://softwarecommunity-rus.intel.com/isn/Community/ru-RU/Forums/
> http://softwareblogs-rus.intel.com/

® Intel® Knowledge Base

— Large number of up-to-date articles already available. Many more to come.

— Enhanced “Search” option allows you to browse by category, type or search for a
key word

— English
> http://software.intel.com/en-us/articles/all/1
® Intel® “What if software were like this”
— English
> http://software.intel.com/en-us/whatif
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Intel® MPI Library 3.2 Benefits

A high performance universal MPI solution enabling
applications to run across multiple network fabrics

* High performance MPI-2 implementation
- Automatic performance tuner
- New collective operation’s algorithms

- New switches and environment variables to control and
enhance application performance

* Linux* and Windows* support
* Interconnect independence

* Smart fabric selection

* MT safety

* Close integration with the Intel and 3rd party development
tools
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Value Proposition

Applications

Customers select

interconnect at runtime )
Fabrics

ntel® MPI atop
Abstract Fabric

ISVs see & IHVs create DAPL
support single providers and fabric
interconnect drivers
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Intel® MPI 3.2 tuning tips

® Configure your cluster and the application for your cluster
— Run auto-tuning utility and build your applications optimized
® Choose best available communication mechanism

— Fast fabric, optimal process layout (through pinning)
— Enable mixed mode for threaded applications

® Use lightweight statistics and know your switches!

— Adjust eager/rendezvous protocol threshold
> [_MPI_EAGER_THRESHOLD

— Choose the best collective algorithms
> I_MPI_ADJUST_<opname>

— Know your switches/environment variables

> I_MPI_DYNAMIC_CONNECTION, I_MPI_RDMA_SCALABLE_PROGRESS,
I_MPI_WAIT_MODE, I_MPI_INTRANODE_SHMEM_BYPASS,
I_MPI_CACHE_BYPASS_THRESHOLDS, I_MPI_SPIN_COUNT,
I_MPI_RDMA_BUFFER_NUM
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Intel® Trace Analyzer and Collector

Timeline of
initial
application run

Timeline of
optimized
application run

Comparison of
function and
process profile
data

F

File Style Windows Help Fi

2 Intel® Trace Analyzer - [6: Compare C:/ict /traces/poisson_sendrecy.single.stf (A) with E:,-"ict,.-“l*aces,-"poisson_icomm.single.stf (8Y] /=] I

=18 x|

View Charts Mavigate Advanced Layout Comparison

& Cdict/fraces/poisson_sendrecy single. stf
B: C:Aict/traces/poisson_icomm, single. stf

0.069500 =
0.070 /000 =

0.070 500 =

0.071/500 =

+Spplication

Works on systems
from 2 processes to
more than a thousand
processes

M

hipplication

_ »
B v
—
lat Profile ad Balance I Call Tree I " Total Timne B4 [1] [Sender by R eceiver]
L
Group All_Processes j 2
B4 N [Ter [15ek T [TTe | 12 Mt T L2 i 2 U2 L
E-Group Al Processes \ E?
E---Group»’-\pplication \ 0.898 [] Pz
- Giraup MPI 0.259 I P3
P4
5]
P& .
P .
P& 3
= 11
‘I | | |

0,069 045, 0,072 438 0,003 393

0,062 450, 0,064 574: 0.002 124

All_Processes

All_Processes

Major Function Groups Tag

Major Function Groups Tag

Filter

Filter
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Find programming and
environment errors

MPI_Send()

MPI_Send() MPI_Send()
MPI_Barrier()\MPI_Barrier() ><
MPI_Recv()

MPI_Recv() MPI_Recv()

® Solves two problems:

— Find programming mistakes in a MPI application which need to be fixed by
the developer

— Detect errors in the execution environment
® Two aspects

— Error detection — done automatically by the tool
— Error analysis — done manually by the developer based on:

e Information provided about the error
e Knowledge of source code, system, etc.

9
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Use the Intel® Trace Analyzer GUI

® Enable correctness checking info to be added to the trace file:

— Set VT CHECK TRACING env variable:

$ mpiexec —check mpi —-genv VT CHECK_TRACING on -n 4 ./a.out

EdFle Style windows Help F1 =181

Wiew Charts Mavigate Advanced Layout |

oF oF En o8 oF H EE T
i A i i ol . 1
o
S et T
- — : - P
o 3o [ [ ey = [y Py e E] =
i 1] Isl Frocem
o S 7 ST SRR S T — = o

P2

More details on “Errors”

=

g

Process [9“ Tree |rm ||nml |Dnown iy tiva |m1- |nm-. cal Furaten |
e ([) (2] Proces
WP B 11905 05 LOCALIWPT.CALL_FALED warry) Ml P Rsguest. (0,000 (00 PO Ervor oconved ot MP{_Request_free{"request=(u A IFcod- >MPI_REQUEST_MLLY e

More details on “Warnings*

Flat Profile | Load Balance | CallTree | CallGraph |

Group All_Processes -

Name / [rset [rsef [1rota [ucals [Tsel cal
EGroup A1 Frocezzes
UMY Comm, size fi [ f [
i MPT Comm_rank 0= o= s o=
©-MPI_Finalize 19,6088 = [ | 19.8098 = 8 2.45123 =
MPI_Pecv 22.0497 = M 93.0497 5 164 201.52%e-3 = " . «
MPI_Pequest_free 3.81887 s | 3.81937 5 2 477.4362-3 = Run_tlme Erro rS
MPI_Isend 23,3298 = M 25.329% s 160 133.311e-3 =
MPI_Waitall 0s o 20 0s
MPI_Send 130e-3 = 130e-3 5 124 1.0483%=-3 s
MPI_Barrier 50.1936 s Bl s0.1:%¢ = 52 BE5.377e-3 = O n . “
[ 1oz s T3 s 12 iiows s Warnmgs
NPT Send init 0s o 16 os
‘- Group kpplicacion 379.992e-3 s 198.439 s 8 122.499e-3 =

MPI statistics

6.81981 5, Function MPI_Recy
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Intel® Compiler Optimization
Capabilities

® General optimizations through switches and specific Intel
architecture optimizations

—-01, -02, -0O3 and -axP
® Interprocedural Optimization (IPO)
® Profile guided optimization (PGO)
— Three-steps process
® Auto parallelization with —parallel
® OpenMP directives support
— pragma-based, -openmp compiler switch
® Support for Intel Threading Analysis Tools
— -tcheck and -tprofile
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IDB: Debugging Multi-threaded Applications

®Thread Control OpenMP* Support
¢ Flexible Thread Execution Models Dedicated OpenMP Info Windows
— Concept of “focus” thread set for next/step/finish ® Threads
— Freezing and thawing of individual threads ® Teams
— Can detach threads from debug control ® Tasks
¢ Thread Grouping ® Task spawn trees
— Smart default groupings by debugger (All, Team, © Barriers*
Lockstep) ® Taskwaits*
— Explicit grouping by user if required ® Locks

* Thread Group aware breakpoints Serial execution of a parallel region
— Break when any member of the trigger group hit  at debug time*
— Can stop a specific thread set only

¢ Thread Synchronizing Breakpoint “syncpoint” Technology
— Stop when all threads in the trigger group reach it ® Uses special OpenMP RTL

— Similar to “barriers” in parallel programming

User benefits:

v Provide outstanding execution control for multithreaded applications without
added complexity for serial code debugging.

v'  Provide serialization of parallel region and detailed information on OpenMP
constructs- The only debugger capable of doing this.

-
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Intel(R) Debligger

ile Edit \iew Bun Debug Parallel Options Help

@B aep | TFT M oM Al B o
| § MM N M @ @[ﬂslasteventmgthread B

%{Snun. E A s 8

File Mame

crii.s
crin.S
init.c
multipi.cpp
pthread.h
pthread atfork.
pthreadtypes.h

e :
E multipi.cpp 32 N = O | ¥ Locals 52 =
. s
@13 int myNum = *((1nt *)pArg); (4] -
| : £ — Expression Value
@14 double partialsum = 0.0, x; // local to each thread :
15 1 12
Gif printf (" Thread %d 1s now starting 1ts work\n", myNum[— myNum A
o ISt S hrea S | | " pira  Oxbieo7dss
13 . '— partialSur 3.999999999918¢
2
@21 x = (1 + 0.5f) / gMNumSteps; X 4.500000000000C
| @2z partialsum += 4.0f 7 (1.0f + x*x); // compu
23
24 }
25
@05 pthread_mutex_lock (&MyLock) ;
@7 gP1 += partialSum * gStep; // add partial to global,]
| D (<] [v)
c E‘
D Type 0S5 1D Thread Library ID Execution Attribute Location -
= fallthreads &
1 initial 20665 3082983104 thawed oxffffedlo
2 unknown 2115€ 3082980240 thawed void * threadFunction(void *
3 unknown 21157 3074587536 thawed void * threadFunction(void *

%ﬂ liDBDa‘lSSBa in threadFunction (pArg=(...ome/hhaberst2/bernth/multipi.cpp":18
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Closer look at the GUI

H#

i Intel (R el ugger

o |

ile Edit View Bun Debug Parallel Options Help

B s FER qmjae-,ﬂgﬂﬁCEsﬂ@}ha----H s U R
CE ® T 0 BB § @westeventingthread | -
—> Run control: —> OpenMP support

Run / Continue

Step into

Step over —> Threads, Callstack, Breakpoint

Run until caller

Run until ....

Asm instr. Step into Assembly, CPU registers, SIMD registers, Vector

i -
Asm instr. Step over evaluation
Stop

Run / Restart
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Thread Control

= & =
o Type QS ID Thread Libra Executii Location
< %allthr
1 initial 5847 3083118272 thawed 0Oxb7d25ed8 ".text" + Ox000dGed8 in /lib/tls/1686/cmov/l1bec-2.7.50
2 unknown B037 3083115408 frozen void * threadFunction(void *] "/home/hhaberst2/bernth/multipi.cpp":16
|H\'_ : H'—"""— | 12968 3057937296 thawed void * threadFunction{void *] "/home/hhaberst2/bernth/multipi.cpp":16
Switch To
) Frozen
7 ® Thawed

O Uninterrupted

Conti

[New | (LwP 12968) ]

[Thre|  More Info.., P 12947) exited] with exit status O

Break nction (pArg=0xbffh44bo) at shome/hhaberst2/bernth/multipi.cpp:16
16 p| = Copy 1s now starting 1ts work\n", myNum);

'zldb:'_ Copy All

n* Select All @ 0x080487c7 in threadrFunction (pArg=(void *)...b0) "fhomefhhaberst2/bernth/multipi.cpp":1

With the right mouse click on a selected thread you can ‘control it":
Frozen — it will no longer execute until explicitly ‘Thawed’
Thawed - release a thread which was earlier frozen

Uninterrupted - this thread will run until it finished and no interrupt will stop it
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Thread Specific Breakpoint
Handling

® Supporting thread sync points instead of only Code Breakpoints
® Apply breakpoint to any number of threads

® Define thread sets to apply breakpoints to

® Complex data breakpoints, thread filters and skip counts

All Thread Sets Selected Thread Sets
Code | Data
sallthreads

[ l
$eurrentlockstepthreads Location: [l E] Browse..,
$currentopenmpteam ¥ et Breakpoin
h‘ = = M N 1 .
scurrentthread Within Function: l B Browse...
$frozenthreads Code | Data Condition: l B [] Continue
$lasteventingthread Type: @ Breakpoint () Thread Syncpoini
i Actions:
$uninterruptedthreads L= [ |: = l E]
Thread Filter:
Condition: [ |: - l E]
i . ACCess
Actions: [ I: Skip Count: l ] ® Read O ch q
Rea ange
g . Length: =
spcounts [ | llere o

m Thread Filter; “

Stopping Threads: [

[, 180w, ]

‘ || |[ Cancel ]

|
|l Cancel ]
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SIMD Register view

The Intel® Debugger features a new SIMD SSE register window based Vector
Evaluations Window. It supports evaluation of arbitrary length expressions.
This allows the display of variables used for SIMD operations in the same way
they are treated by the hardware in the related registers and provides better
in depth insight into data parallelization and vectorization.

<  %allthreads Size ol O INTS
1 Format ,' O mnr1s  pd void FindPrimes(int, int) '/home/demo/labs/p
2 Column Resizing » OinT32  2d Oxb7f4d4lo
3 1 inTe4 2d void FindPrimes(int, int) "/home/demo/labs/p
Swap Rows and Columns | _
P fcurrentopenmptes i#) FLOAT32
scurrentlockstept Update All O FLOATE4
= | - ___m
Console | Tasks {5 2 copy - =
float32 0 Copy Al 2 3
xmmo 4.623106e+00 Select Al |' 0.0 0.0
Fxmml 0.0 0.0 0.0 0.0
Hxmmz2 2.086806:- 10 9.093497e- 04 4,822178=+30 <denormalizeds=
Fxmm3 1.685582e- 10 2.205079e- 10 2.622150e+20 4. 583638e+24
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Analysis flow of Intel® Thread
Checker and Thread Profiler

VTune™ Performance Analyzer
Intel® Thread Checker/Profiler

|  Application |
L (Instrumented) |

(nstrumented _

C " results file: I
threadchecker.thr
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Threading Analysis Features

® Monitor System and User-specified APIs

—Thread and Process Control APIs
>Create, Terminate, Suspend, Resume, Exit
—Synchronization APIs

>Mutexes, Critical Sections, Locks, Semaphores, Thread Pools,
Timers, Messages, APCs, Events

—Blocking APIs

>Sleeping, Timeouts
>I/0: Files, Pipes, Ports, Messages, Network, Sockets
>User I/O: Standard, GUI, Dialog Boxes

® Analysis is data driven
—What's not executed is not being analyzed

Software and Services Group < in tel
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Intel® Threading Analysis Tools

T1 T2 T3 T4
S, Two segments S and
S’ are parallel, if S <
s, S34 S and S" < S are

Sa1 both false.

S,, Examples:
S,;;and S,y

SZ3
S, S,, S., S,; and Ss;4
Si,and S;,
S,,and S5y
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“"Demo”

New Activity [ 7] |

Select one of the following to help pou create an Achivity, Ok, I
Categony: IThreading wizards j Create an Activity with the Intel'@‘ﬂ Cancel |

Thread Checker collector. The

. T une(TH) Performance
B i Help
[ Imtel® Thread Profiler Wizard Analyzer wil collect data for an
. i . executable instrurmented either
4 Advanced Activity Configuration by the Intel® compiler ar the

Intel® Thread Checker. The
data iz then dizplayed to show
where in the parallel program
there are potential errors.

21
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“"Demo”

Intel{R) Thread Checker Wizard

ﬁ %1:' Launch an application Host: |<localhasts |
! -
Il:: holazsfileshtmptPrimed pent PR eleazehPrime0pentd P exe |

Warking directan

||::H|:Iassflles\t Intel(R) Thread Checker Real Time Status B ’J

Command line Elapzed Time 00:00:13.

Mo diagnostics reported yet. Pleaze wait as

analyziz can significantly increaze run time

Allows user to view the
diagnostics while Thread
Checker is running

Specify an executable that launches the
executable that has been instumented by
"“teheck" option on Linus®,

Do a calibration wn if you need to reduce the instrumentation and analyziz bme.

Back I M ext | Finishl Ear‘u:ell Help |
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File Edit “iew Tuning Project Build Debug Tools Window  Help
B-m-sEHd 2R oo 8- ) relese il R
B> 1E % O % TC: primeopenmp.exe (05: = [= B | 1 € | &% ‘ 'ﬁ] Oy | i W b A 2| 6% % % .

= PrimeCpenMP.cop  Intel® Threa...meopenmp.exe) | 4k X |Tuning Browser 1 ><|
= PrimedpentP
=& TC: primeop

i B

[rag a column header here to group by that column

Ja40|dxg asadag ﬁ

= =& TC: primes

Aewuwng [eaydean B

U8 WO AT 80U WOLE o |, SUMN |
U8 WO AT 80U WOLE ) 4, SUMN |

§ Wiite -> Fiead temory read at "'Primel pentdP.cpp'™ 77 conflicts with Ig Lt
— "Prime0penMP.cpp 2 4 [tl '? 4 o ik nawn a prior memmaory write at "'Prime0pentP.cpp' 77 [flaw 12 Falze
ALaTacs dependence]
. . tdemary write at "Prime0pentP.cpp': 77 conflicts with
"Prime0pentP.cpp 3 \C'thlt? > it o Unkrnown a prior memory wiite at "Prime0pentP.cpp™ 77 [outpu 12 Falze
alarace dependence]
. temory read at "'Primel pentdP.cpp™: 110 conflicts
"Prime0pertP.cpp 4 ;Wt't'? > Read o Uriknown with a prior memony wite at "PrimelpentP.cpp’ 110 12 Falze
aLarace [flows dependence] |— il | |
. . tdemary wite at "Prime0pentP.cpp': 110 conflicts A
"Frime0pentP.cpp 5 \C'I\:t':[;:f”te o nknown with a prior memory write at "Frime0pentdP.cpp'110 12 False E oo E C.. |
[output dependence) | Properties o x|
- Thread Info at "Prime0pentP.cpp' 106 - includes
whale Frogram 1 & Thread terminatior o Unkncuwr stack allocation of 3145728 and uze of 4096 bytes 1 False I j
\.'\."Inn|= Proaram 2 T Thimad terminatinn | P |lnkenae 1153 1fo &t "Prime0pentP.cpp™ 106 - includes | Falea Ad 2 |
A 4
Diagrostics I Stack Traces I Saource View I
| Cugkput [ |
¥Tune(T™M) Performance Tools j
Sar Mar 18 17:36:19 Z006 The actiwity took a total of 00:00:Z3. Fe

Sar Mar 18 17:36:Z0 Z006 Creating Data Matrix. Please Wait. ..
Sat Mar 18 17:36:Z0 Z00& Populating Wiew. Please Wait. . .
Sat Mar 18 17:36:Z1 Z00& Done loading data.

1| I 3
Task List Bl Output

| Ready | |
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*. Prime0penMP - Microsoft ¥isual C++ [design] - Intel® Thread Checker - Activity: 05:36 PM, 2006 Mar 18 (TC: primeopenmp.exe)
File Edit Yew Tuning Project Buld Debug Tools window Help
P S H@| % RR| o BB ) reeme - o
IR R Y N evee——ttll I T 4E AL L
PrimeCpentP. cpp - Intel® Threa...meopenmp.exe) |Intel® Thread C...primeopenmp.exe)|
A &
o
¢ <[ o
= |3
o
g Stk stk B i
D_ =
= || m
o = ] = —_ — — = = g L
tI=E-ERBER &% A7 55| =E-ERERE &% 27 55
3
— =z jx QJ Source |=]la Ql Source | ]
% 8 7 int percentDone = 0; 7 int percentDone = 0;
=) 7
§ gProgress++: m gProg
g 7 7
207 percentDone = [int] [(float)gProgress/ (£ o percentbone = [int) [ (float)gFrogress/ (L.
=] =
o8 if| percentDone % 10 == 0 | o0& if| percentDone % 10 == 0 |
as printf ("\bYyhybyhi3d3% ", percentDone o8 printf ("\byhbYybibh%:3ds%", percentDone!
o8 i o0& i
=] ]
= hool TestForPrime(int wval) S ool TestForPrime (int wval)
og { o5 {
a int limit, factor = 3: o int limit, factor = 3;
= S
a1 mliel T ) 1 vl=l[2] =] T ) 1 v
Diagnosticsl Stack Traces  5ource Wiew |
|0utput n X|
I\l'Tune(TM) Performance Tools j
Bat Mar 12 17:26:11 Z00& Data collection started -
Sat Mar 12 17:36:11 Z00& Instrumentation regquested by wmodule CihProgram Files\Intel\WIiune'\lnalvzeribin'libassuret40.dll
Sat Mar 12 17:36:1& Z00& Instrumentation regquested by wmodule CihProgram Files\Intel\WIiune'\lnalvzeribin'\libittnotify.dll =
Bat Mar 1% 17:36:14 Z00& [Intel(R) Thread Checker for OpenMP and Win3Z Threads 4.8.7]
Sat Mar 12 17:36:14 Z00& [Copyright 1337-Z00& by Intel Corporation]
i{cﬂ— Moy 12 17-25-1d4d 2005 [ Trtal (DY Thryoad Mharlrayr Twfoarmation- Bor nconnl-infnrmcn—-inh o BTN ADTTAOME khaolwl _l;I
L] »
TaskList B Qutput QD
| Ready | | | 4
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File Edit Wiew Tuning Project Build Debug Tools  wWindow  Help
-l )RR o BB e |
0= |~ & % =+ % TC: primeopenmp.exe (055 - [= W Q1 28 A "f ﬁ O i W b A

cgFrocr

B | Prime0pentP.cpp  Inkel® Threa..meopenmp.exe) |Intel® Thread C...primeopenmp.exe”
L
2 5|
@ |5
m |
E
o |lg b
gz FindPrimes. GEYARHH REER | L 27 &S|
3 YFindPrimes. @@ aHH EZ " "Prime0pentP.cpp™1
§ % mair "Prime0pentP.cpp'130 . Source I;
S EntryPaint "'crtexe.c' 393 int percentDlone = 0;
g
5
1]
=

percenthone = [(int) [ (float)gProgress/ (£

Call stack as a
pull-down
menu

if( percentlhone % 10 == 0 )
printf("ybibibhibh%3dsx"™, percentDone

bool TestForPrime(int wval)
i

e e s R e o R o' B (N
—

int limit, factor = 3;
‘-I 'I{I o : : I Plv ;I 'Iv
Diagnosticsl Stack Traces  Source View |
|Output a ><|

IUTune(TM) Performance Tools

Sat Mar 18 17:36:11 2006 Data collection started

Sar Mar 18 17:36:11 Z00& Instrumentation regquested by module C:yZProgram FileshIntel\WTune' Analyzeribintlibassuret40_dll
Sar Mar 18 17:36:1Z Z00& Instrumentation requested by module C:yZProgram FileshIntel\WTune' Analyzeribintlibittnotify. dll
Sar Mar 18 17:36:14 Z00& [Intel(R) Thread Checker for OpenMP and Win32Z Threads 4.8.7]

b
e
—
Sar Mar 18 17:36:14 Z00& [Copyright 1997-Z006& by Intel Corporation]
-
_>I_I

Car Mzy 12 17-235-14 ZO0FR [TrraliDh Thrasd Chaclrayr Trfarmatrdiman- oy nisamgas diwnfoarmatrdisan nsa FOTE ADTTAOMS kalwl
4]

Task List  E] Qutput KiiC

| Resdy | | | 4
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“"Demo”

2% PrimeOpenMP - Microsoft Yisual C++ [design] - Intel® Thread Checker -

Activity: 05:36 PM, 2006 Mar 18 (TC: primeopenmp.exe)

File:

H-m-sHE ) BRo-o-8-8

Edit

Wiew

Tuning

Project

Build

Debug

Tools

Window  Help

p Release

-

ri)

T5hi
"Prime0pentP.cpp™ 77
[F'nmerenMF' exe, 041378]

l°] Context
Definition

function/parallel region
variable declaration

& =€ - 12 & Ll % TC: primeopenmp.exe (05 » [ W I 3£ & i 'ﬁ] Oy i T b A
FrimeCpentP.cpp  Intel® Threa...meopenmp.exe) |Inte|® ThreadC...primeopenmp.exe)|
n
o
! [ o
g% =E-E RBER| L% | £ .mﬂack e HH@Z "Prime0p=ntP. oo Td | (I
o el
a3 dacLind @] sowrce ERRER[SL]: 66
Ef 0.. 104 int range = -
— ||
CallB
—m 2nd Access
E:
§.
=3
o
=

TFindPrimes. @@YAKHH@Z

"Prime0pentP.cpp™ 106

[Prime0 pentdP. exe, 0x11a0] 114

main 115 ) .

"PrimelpentP.cpp': 130 o.. iis int main(int ar bool TestForPrime(int wval)

[Prime0pentdP.exe, 0x1034] o.. 117 @ { ¢

EntryPaint 115 int int limit, factor = 3;

"ortene.c” 333 113 clock t

[Primel pentP.exe, 0x156e] ﬂ d ’l <I === 2 = I » | -

Diagnostics | Stack Traces  Saource Yiew |
| Cwtput oo |
I'o'Tune(TM) Performance Tools hd

Sat Mar 1% 17:42:45 2006 Populating View. FPlease Wait... -

Bat Mar 12 17:42:4¢& 2006 Done loading data.
Zar Mar 13 17:46:3% Z006 WARNING:
Do you want to contime?

=
1| Llj
Task List Bl Cutput

| Ready | | | 4

The module may not match the results. In this case the events will not belong to this modul
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“"Demo”

¢ Prime0penMP - Microsoft ¥isual C++ [design] - Intel® Thread Checker - Activity: 05:36 PM, 2006 Mar 18 (TC: primeopenmp.eXe)
File Edit Miew Tuning Project  Build DCebug Tools  ‘Wwindow Help
B-rin-c @ fBRBR| - E-B| ) rdeas v | B E R R
=5 1& % lf.}% TC: primecpenmp.exe (05~ [ W | 11 € ii ‘ﬁj%_ B bhea 5= 2] 6% %%
FrimeCpentF.cpp - Intel® Threa...meopenmp.exe) |Intel® Thread C...primeopenmp.exe” 4k X
2'-? 3 Traces:IE Levels:l'l[l Apply Mumber of traces: 12 @
% |5 Help
mil tall
A nsta
o3
z |2
= ||z eSS,
E|
§ % Ed Trace 1
T
= w > Trace 2
o oWl
5 i
g o Trace 3 >  EntryPoint  |%  EntryPoint |2 main # ?FindPrime... |# ?FindPrime... - ?ShowProg...
w
> Trace 4
Eal Trace 5
> Trace 1
o [* Trace 2
ol
o
o Trace 3 *  EntryPoint %  EntryPoint - rmain - ?FindPrime... | ?FindPrime... - ?ShowProg...
&
> Trace 4
> Trace &
Diagnostics  Stack Traces | Source \-"iewl ﬂ .
Ready | | | 4




Dealing with high count of
diagnostics of Intel® Thread Checker

main.cpp | FrimeDLL.h ‘ PrimeDLL.cpp  Thread Ehecker...esusingdll.exe)| 4 b %
Tst hocess TstAccess B
H -
Context | In) Short Description = ‘ | Description I—
T ", . . Memary wiite of Unknown at “main.cpp™ 80 conflicts with a prior memory
main.cpp” 7 3 Wiite -» ‘Wiile datarrace wiite of Unknown at "'main.cpp':80 [output dependence]
“maincpp"7? 4 \wiite -» Fead data-ace Memary read of Unknown at "main.cpp':80 conflicts with a prior memory

wiite of Unknown at 'main.cpp':80 (flow dependence)

[=] Group 4: "main.cpp' 82 [Diagnostics: 1; Fitered: 0]

tdemary wiite of Unknown at "'main.cpp™: 80 conflicts with a prior memory .

"main.cpp”7 3 Fiead > Wite datarace read Unknown at “main.cpp’™ 82 [anti dependence)

JI2 WG AL T S0UBILADHE 1y, 3UN 1,

[=] Group 5: "primedl.cpp™:51 [Diagnostics: 2; Filkered: 0]

o
. " ) A Memary wite of Lnknown at "primedl cpp' 55 conflicts with a prior s
primedl, cpp” 10 Wiite > Wiite datariace memary wiite of Unknown at "primed|.cpp™:57 [output dependence] §,
o

“primedlepp” 9 \Wiite -> Read datarace temary read of Unknown at "primed|.cpp™:55 conflicts with & prior [=0

mermon wite of Unknown at "'primedl.cpp™:51 [flow dependence]

Mermary write of Unknown at "primedll cpp'. 55 conflicts with a prior | .

= Group B: "primedll.cpp™.55 [Diagnostics: 5; Filtered: 0]

“primedl.cpp'! 13 Wiite > 'wiite datariace memany write of Unknown at "primed|.cpp™:55 [output dependence]

Wie> Feadssrace () Hommw el Lrtrem o et e -

Aot wiednaee (Y e ets o ey et o RS
“prmedleop 11 Read 5 Wiite datarace tdemary write of Unknown at "'primedll.cpp': 55 conflicts wit

memony read Unknawn at "primedll.cpp':55 [anti depende

[=] Group 7: "piimedll.cpp™:60 [Diagnostics: 1; Fiered: 0] Save the cument set of filtter rules to a file, or Append rules previously stored in a file to the cument

temary write of Unknown at "primedll.cpp' 55 conflicts with set.

“primedil.cpp” 17 Fiead > Wite data-race memony read Unknown at “primedllcpp": B0 [anti dependes

=] Group 8 Unknown [Diagnostics: 2; Filkered: 0 Cument set of filter nules

[T 29 Thraad tammination Thiead Info at Unknown - includss stack allocation of 104

. Ac...

Diagnostics IStacK Tracasl Source View - DE!ECTiDtiDFI
v|  Descrption=Memory read at "PrimeOJpenMP .cpp™: 73

v|  Descrption=Memorny write at "PrimeOpenMP .cpp™: 75 corflicts ...

[Delste

Save

Append

ik

Description=Memony write at "PrimeOpenMP .cpp™: 73 conflicts with a prior memory read at
"PrimeCpenMP.cpp":82 (anti dependence)
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Intel® Thread Checker Command
Line

. Applications Places System %@@@@ - 1:22 PM )

rootiorspatiwebd 22 fopt/intelfittficheck/samples/primes

File Edit Yiew Terminal Tabs Help

[root@orspat—-1lweb4-22 primes]# tcheck_cl ./primes.gcc =
Intel(R) Thread Checker 2F.1 command line instrumentation driver (25184)
Copvright (c) 2007 Intel Corporation. All rights reserwved.

WARNING: Running tcheck_cl application in root privilleges
might lead to security leaks and is not recommended.

Building project
Running: Jopt/intel/itt/tcheck/samples, //primes,/primes.gcc

Determining primes from 1 - 10000
Found 1228 primes

Application finished

| ID| Short Des| Sewver|C|Contex|Description |1st Ac|2nd Ac|

| | cription |itvy o] t[Best| |cess[B|l cess[B|

| | [ Name [u]] | lest] |est] |

| | | | | | | | |

| | | | t] | | | |

|1 |Write -> |Error|8|"prime|Memory read at "primes.c":41 | "prime| "prime |

| | Read | |6ls.c":2|conflicts with a prior memory write|s.c":4|s.c":4|

| |data-race| |97 |at "primes.c":42 (flow dependence) |2 |1

|2 |Write -> |Error|8|"prime|Memory read at "primes.c':42 | "prime| "prime |

| | Read | |6ls.c":2|conflicts with a prior memory write|s.c":4|s.c": 4| -
| e ]| root@ ors pat-lwe64-22: /opt/fintelfitt/tcheck/sa... || @ Starting Take Screenshot | . (]
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Intel® Thread Checker Command

y - &= C:\Program Files\Intel\WTune \tcheck\Samples \Primes\Debug\test. html ||| x ale | [==]=

ks 2] cMs #] TB6 - File uploading

SAr afr

£ ITL Task List 42| Paper-w j2| PAT TCEs & Support Pages j&| Tracker & LoyaltyProject £ PAT wiki  j2’| TBB

1 = -

&£ DothetIntel & IRC

~ |ior Page - ¥ Tools -

[ &5 Thread Checker Cutput I

Intel{R) Thread Checker 3.1 command line instrumentation driver (25184) Copyright {c) 2007 Intel Corporation. All rights reserved.

ID Short Description = Count Context[Best]

2nd Access
[Best]

1st Access

Description e

WWrite -= Read

Memory read at "Primes.cpp':30 conflicts with a prior memory write

1 G e 129 "Primes.cpp'":30 at “Primes cpp'-30 (flow dependence) "Primes._cpp”:30 "Primes.cpp':30
= g‘;rt';‘i;:gead 129 “Primes.cpp”:-30 ;?.Eﬁ;ﬂyégi‘gg.t ;%rk%‘f'gggeggeﬁ?:gﬂ)'ds REn e ER U SRS En g EELE “Primes.cpp”:30 "Primes.cpp’-30
Bl vvrites wvitencata 120 [EeEMESERRSSG Memory wiite:at “Primesicop 50 confiicts withia prior memorny write “Primes cpp™30  “Primes cpp:30
a ‘::g;e =SSRl EEEE 3 “"Primes.cpp':30 ;eggzg‘;ﬁéi;t:32ré?me;jpdpep:iagg:(ﬂ:;?s I S S E R SR ERT DO “Primes. cpp":30 “Primes.cpp':30
5 Head - wie N T R T e “Primes cpp"S0  “Primes cpp30
a e e i i 1 ‘:vahole Program ;’:rdejsciletirfr‘:lr;(aélon at "Primes.cpp':31 - includes stack allocation of 1 MB "Primes.cpp”:21 "Primes.cpp’:21
7 AT 1 \21'th||e Program ;’:rdejsdetirrr‘:ir:(algon at "Primes . cpp'':31 - includes stack allocation of 1 MB “Primes cpp”-31 “Primes. cpp'-31

8 Thread termination

o Thread termination

10 Thread termination

Whole Program
3
YWhole Program
4

Whole Program
S

Thread termination at "Primes.cpp':31 - includes stack allocation of
and use of 4 KB

Thread termination at "Primes.cpp':31 - includes stack allocation of
and use of 4 KI

Thread termination at "Primes cpp':30 - includes stack allocation of
and use of 8 KB

1 MB

1 MB

1 MB

"Primes.cpp”:31
"Primes.cpp":31

“"Primes.cpp":30

"Primes.cpp’:31
"Primes.cpp':31

“"Primes.cpp':30

i My Computer

L 100=e
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Demo Review

Profile Filter:|:| Grouping: 1) Concurrency Level

=% oot ms bl ok QAR @

v
3 -
)

Thread State

Let's use the
double-click
usage model

[+ Critical Path Data
Concurrency

Time [zecondz)

[ A I TE B

- Fully Utilized
- Ower Utilized

|:| Owerhead

Critical path data
is enabled by

default. Uncheck
the box.

There’s still quite a bit
of time during which the
application has 1 or 2
threads active

4:0G...
5:G... = Mo Thread dctive
= Seial
== | Inder Utilized e
= Fully Utilized
= Oveer tilized
4 Overhead -

Profile Wigw | Surmary 1
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Demo Review

Prafile

== % |[ofcr [ [+ B[2

Filter: |:| Grouping: 1) Concurmency Level

ol ik QAR R @

24
T
=)
5
2 16
[ii]
h
[}
E B
E
]
= i & &2
— — — —
O O O O
mandel exe
Achivity: 1

I B Active
N FE Spin

Let's see why
we have CL=1.

Double click on
CL:1 bar.

Timeline

== Ry

QK

v Thread State

Fath Data

Lists the
instances of that

object in the
source

|

I 0 O O 00 A
I OO A O O
0000000
o

I - Active
IS! @2 spin
i ait
M Fauselonare

I Behaviar

= Serial

== | Inder Utilized

= Fully Utilized

= Qyer Utilized
Owerhead

¥ Thiead State |

|+ Critical Path. ..
¥ Concurency

== g Thread Active

Profile Wiew | Summary 1
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Demo Review

Profle  Fiker| | Groupine 11 Object
% oo EK) ek QRR

v Thread State

Double-click on

| L the object with
E i [ Critical Path Data most Wait time
0 (left most)
mandel.exe
Activiy: 1

Tirmelineg

=% v O Rt @

g g 10

! | 2 ? ! i i i .
: -|||||||||||||||I|||||||||I||||||||||||||||||||||| UL

[+ Thread State &
B 2ctive 1
% Spin

W ait
- Pausze/lgnare
[+ Critical Path...
I+ Concurency
[~ Behavior
== o Thread Active
— Seial
== | Inder Utilized e
= Fly Utilized
= Qyer Utilized

Owerhead -

puabia] w

86 101 O 1 A O I B

<| >

Prafile View | Summary 1
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Demo Review

Prafile Filler:|:| Grouping: 1] Source

=% OCLE ki ekl QR R

@’]
v

% na
% 0.4
. Double-click on
the source
— occurrence with
Activity: 1

the most wait
time

Timeline

puabia]

[ |
&% Spin

WA ait

Thread State

| Cntical Path Data

‘-"’ﬁt [}9‘%‘?%{1 :Cj ia : <

Y e ao o BaoccTonnntanoaloonotonnalonantonnntosnntensolell?
2:6.. -
et |1 AR
4.G..
5 G
4| y

[+  Thread State
- Active
% Spin
W it
- Pause/lgnore
[+ Cntical Path__
I+ Concurency
I Behaviar
b Thread Active
Sl
== | Inder Utilized
= Eylly Utilized
m— Qveey tilized

Owerhead

Profile Wigw | Surmary 1
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Demo Review

g Transiion Souce. = = ~ E | B =i
i | Tranzition Threads idddLine | SeuEee |:|
o Frevious: Thread Unlre T — e — — —
£ Curent Thread Genera 0.. 160 if | p->threadiun p-rnumThreads-1 )
5 Mest Thread Generatet | 0. . 161 endline = p-rplmagelpec-rheight;
& 162
— Sync Object Window 1 5" 1 g3 for (unsigned int y=startline; ¥ < endLine; v++)
164 {
165 c.imay = p-rpMandelipec-rmin. imag + y¥imagicale;
u] 166 int scanlinedffset = yvrp-rplmagelpec-rpitch/pixel
0 167 for {unsigned int x=0; x < p->pImagelpec->width:
168 i
ah uninstumented O. 169 c.real = minreal + x*reallcale;
madule an the stack. O.. 170 color = CalculatePixel (o)
0. 171 if{ gColorDepth == 32)
o.. 172 pBitmapili [scanlineOffset+x] = (color << 1
o.. 173 else
0.. 174 pBitmapla[scanLine0ffset+x] = (WIRD) [ {ico
o.. 175 i
176
u] 177 PEM STEPIT, 0O, 0O)
o 175
179
o.. 150 return 0O;
o 151 i
152
1583 static
154 wvoid GenerateMandelbrot | mandelS3pec® pMandel, imagedbi* p
o 1585 {
186 int 1i:
157 RECT ro3rco;
O.. 188 GetClientRect (hiind, &rolrco):;
159
o.. 190 mande l1ThreadParams* pThreadParamws = (wandelThreadParas
O.. 191 HANDLE* pThreadHandles = [(HANDLE*)malloc (numThreads *
192
o.. 193 _itt_ewvent myEvent = _ itt_event create("Test Event”
194 :|
Prafile Wiew | Summary 1T Sayrce 2
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Grouping & Filtering

®Grouping by a specific “item” (i.e., concurrency, threads, etc)

®Filtering in or out a particular “item” (i.e., concurrency, object,
etc)

[V Thread State 4|
Il Active
% Spin

f it

4-4» f|[®’_[l[-aBi"[ |T| kR oo e “°4I

12 E - I¥ Critical Path...
g - i [¥ Concurenc a1}
g oe g [~ Behavior
R O [ Mo Thread Act
g - [ Serial
= z Prace...
e e [ Under Utiized |
bty
= - £ - = o s [ Fully Utiized
o o o o o =} Over Utilized ;I
Process 1
Activity: 1

13. YAIEY, >Q|o go |Qg@ @

0.5 25
T i

~HAIH [{[IHHNINII{[HII HHI‘H I '- '

Fuilly Utilized -

rofile Vie ummar
== |Inder Utilized
“ Fully Utilized -
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Critical path analysis:
System Utilization

® Examines processor utilization to determine concurrency level of the
application

® Concurrency is the number of active threads

Categorization shown for a system configuration with 2 processors

[Jidle []Serial [ Under-utilized [] Fully-utilized [] Over-utilized

. Threads Wait for an
Wait for Threads 2 & 3 Done external ;
2&3 event
(

() ]
o .
Acquire lock L Release L Wait for L Acquire L
; A } ‘

ir
=0

Concurrency Level
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Issues patters: interpreting the

results

9 nntdmiter - Remote Desktop

”Ea\e Edit ¥ew Activity Configure Window Help

% ¥Tune{TM) Performance Environment - [Intel® Thread Profiler - Activity: 04:56 PM, 2007 Feb 23 (TP: cinema 4d 32 bit.exe}]

”& EhEs|lime vl |2e > JJlTF’ cinem 4 32 b eve (04,48 P, 2007 Feb ~| B> MBI XC | %y | % ”ﬂ JJ% #1 HJ
Profils  Fitsr Grouping: 1] Ce
= (3 VTProject 1B

282 TP: cinema 4d 32 bitexe (04:48PM, | | 4= =) | [QW [E [+ B[ ‘ lo [ [ e[z ‘ 0 R R ‘ (7]

[ 04:56 PM, 2007 Feb 23 [TP: cinema 4d ©

| |

CINEMA 4D 32 bit exe

Activit: 1

- » I Thread State
5 Pl e
: 1 e
_ o i et
g - ¥ Ciitical Path Data
2 3 B G
§ o - ancunency
R I~ Behavior
E = [ Mo Theesd Active
- Serial
1k [ Under Utlized
: Fully Utilzed
: N — — 0
0 [ Over Utiized
=Y = o @ - n w ™~ @ [ ] Overhead
2 5 = = i Z 5 i i
o o o o o o o o o

= L[} o | X

Hel o

7 EIG] 62
: A

£T @ | c¥
B3 Eﬂ‘ v .EE.

BB

g ]

ol I ctive

2 threadstart 2 ?3;;

3 threadstart Ml Fausedignare

g lene et ¥ Critical Path Data

5 threadstart ¥ Concunency

6: thieadstart I Behaviar

Eor— = No Thiead Active
= Seial

Hllivexcela = Under Utiized

9. threadstart = Full Uiized

10 thieadstart = (et Ullized

11 : thieadstart Overhead

12 thieadstart © Crifical Path Target L

13 thieadstart F Transitions

14 : thieadstart Tacriion

~ Thiead State =

Transition w/o Source
[
¥ | UserEvent
I|7 APl Events

Profile: Wiew | Surmmary 1 |

For Help, press F1

i start ¥Tune(TM) Performa...

2 W A0 ) ssirm
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Problem

Gaining performance from multicore requires parallel
programming

Native threads? - Even a simple “parallel for” is tricky for a non-
expert to write well with threads

OpenMP? - What about heavy C++ code with user-defined types

Two aspects to parallel programming

® Correctness: avoiding race conditions and deadlock

® Performance: efficient use of resources
> Hardware threads (match parallelism to hardware threads)
> Memory bandwidth (reuse cache)

Software and Services Group < in tel
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Intel® Threading Building Blocks

Concurrent Containers
concurrent_hash_map
concurrent_queue

concurrent_vector

Task scheduler
task
task_scheduler_init
task_scheduler_observer

Miscellaneous
tick_count

Synchronization Primitives
atomic, mutex, recursive_mutex
spin_mutex, spin_rw_mutex
queuing_mutex, queuing_rw_mutex

Memory Allocation
tbb_allocator; cache_aligned_allocator; scalable_allocator

Software and Services Group < 1] tel
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Parallel algorithm usage example

#include "tbb/blocked_range.h"
#include "tbb/parallel_for.h" ChangeArray class defines
using namespace tbb; a for-loop body for parallel_for

blocked_range - TBB template

pu%l:a;ngeArray (% a): aray(@) e representing 1D iteration space
void operator()( conS'ﬁ::i:)Iocked_range.<.:i:ﬁI?>'8('F")"’E'<.>nst{
................. for('“‘:‘i:rbegln(),||;rend(),g‘l+x+){
......................... Foo (arrayl[il);
e ———————————— T As usual with C++ function
_ oo > objects the main work
¥i is done inside operator()

intmain O{ T
task_scheduler_init init; A call to a template function

int A[N]; parallel_for<Range, Body>:
// initialize array here... A with arguments
ChangeArrayParallel (A, N); Range - blocked_range
SR O Body - ChangeArray

Software and Services Group < in tel
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parallel_for(Range(Data), Body(), Partitioner());

[Data, Data+N)

[Data, Data+N
[Data+N/2, Data+N)

tasks available to
thieves

Software and Services Group



Two Execution Orders

Depth First Breadth First
(stack) (queue)

Small space
Excellent cache locality

Maximum parallelism

Software and Services Group < intel
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Work Dept First; Steal Breadth First

Best choice for theft!
®big piece of work

®data far from victim’s hot data.

[Second best choice. ]

victim thread

44
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C++0x lambda functions support

parallel_for example will transform into:

#include "tbb/blocked_range.h"

#include "tbb/parallel_for.h" Capture variables by value
using namespace tbb; from surrounding scope as
7 opposed to [&] - capturing by
void ChangeArrayParallel (int* a, i.p..t..,n.‘.) ....... I
parallel_for (blockéd_range<int>(0, n),
" [=](ceniét blocked_range<itit>&r ) {
_=for (int i=r.begin(); i'=r.end(); i++ ) {
Foo (a[i]);
) v Using lambda functions implement
“auto_partitioner()); = MyBody::operator() right inside
Y T i the call to parallel_for().
int main ()<{
task_scheduler_init init;
int A[N];
// initialize array here...
ChangeArrayParallel (A, N);
return O;
b

Software and Services Group i n tel
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VTune™ Performance Analyzer

®Helps you identify performance bottlenecks with
advanced profiling technologies:

—Sampling Profiling
Provides an accurate representation of your software's
actual performance with little impact on program execution
(typically < 1%)

—Call Graph Profiling
Offers a pictorial view of program flow to help you quickly
identify critical functions and call sequences, gaining a high-
level, algorithmic view of program execution
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Sampling: The Method of Finding Hotspots

® The Event-based sampling collector

— Periodically interrupts the processor
>Triggered by the occurrence of a certain number of microarchitectural events

> Uses microprocessor’s PMU (Performance Monitor Unit) to generate an interrupt
to capture samples

> Identify system-wide software performance problems caused by processor
events, such as Cache Misses, Branch Mispredictions, Instructions Retired, etc.

>You can determine which process, thread, module, function, and source line in
your program generated the most processor events, and whether any of those
events impacted the performance of your program

>The recommendation is 1000 samples per second per processor
— Collects the execution context

> Execution address in memory (CS:IP)

> Operating system process and thread ID

> Executable module loaded at that address

o If you have symbols for the module, post-processing can identify the function or
method at the memory address

oLinde numbers from the symbol file can direct you to the relevant line of source
code
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Sampling:

Process view

1‘ VTune{TM) Performance Tools - Sampling Results [<localhost>] - Thu May 18 01:58:36 2006 - Intel (R) Software Developme

File Edit Refactor MNawvigate Search Project Tuning Run Window Help
| rs= | p-m w3 Qs | P G £ [Aviunerm e
Start @ Help 23 = B || [ wtunedemo.c T call Graph Result... W Sampling Results .. X ) =0
da g Y s j’] = = —
| 28 98 VE|EHE
Related Topics Pl b Events / Total
_ Id-2.3.5.50
Go To:
[ AlTopics &7 search Clockticks % 9935
ide _core i
LI ecokmarks - Clockticks events 1.7
Instructions Retired 72
T g » = A !
M tuning .. 52 1 O ||| vmlinux-2.613 Instructions Retired % 9g.77
= [(ShProjectl Instructions Retired events  57_.
vtunedemo
- &% Ssampling Activity 5 >
- |IIII|IIII|IIII|IIIIIIIIIIIIIIlIIII|IIIIIIIII|IIII|IIII|II
P [ = (R 1= 10 15 20 25 30 35 40 45 50 55 [4] | O
< &3 Callgraph Activity <
| | Sort | Event Idle time
Call G h R Its [ .
(¥Call Graph Resuits 4 Clockticks
- Instructions Retired -
(L1 | *
Processes | Threads I Maodules
El console i3 En Eﬂl B B G = O
Tuning Console
Thu May 18 02:00:42 2006 Trying to find symbols for module {5/ 5) /lib/tls/libc.so.6 IEI
Thu M=w 18 A2:AM: A7 200 Snrraadadl
[0 | 0
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Sampling: Source code view

Mo 3 A e arle allR 0 e Developme Dri]

File Edit Refactor MNavigate Search Project Tuning Bun Window Help

Jrﬁv y J oo OB S J Q- J e J ¥ (o ap £ |MvTune(mm) p...
Start | 3 Help &2 = B || 5] sampling Results [<localho... W vtunedemo.c X 1 Call Graph Results [localho.. =0
r———
*2 VI [EEETERELER S 4 V(BB L9 0@
Related Topics Line Source Clockticks =
Nurm b

Go To:
oo 49 *To make itfaster, you can try setting compiler swit J

"5 Al Topics % Search 50 ¥ streaming instructions or if you don't need full ace

£y *icons at the top left of the window and click "mixed
ETuning L3 » =0 53
t
= GhProjectl 54 0= i i - 25.63%
asse2[j] = asse2[j] + asse2[j]/ sqrtiasse2[j]): -
w P Sampling Activity 5 55 ' o
-
+ gl Sampling Results [= ‘l | ,l ‘l | Ll ‘l | _,I
= &P Callgraph Activity ; | Instruc . ) (=]
Size Name Clockti Retired Cycles perRetired Instruction - CPl
B call Graph Results [| |
---Select..
61.1111
Ox6C  test if 296% 14.86% 0588785
Ox86  test ifl 169% 9.44% 0529412
El console &3

Tuning Cansole
Thu May 18 02:00:42 2006 Trying to find symbols for module % / 5) /lib/tls/libc.so.B Iﬂ

Tho M= 18 A2 A AT AAR Sonrraadad |

1] | |3 | *
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Call graph: Application workflow

%% VTune (TM) Performance Environment - [Call Graph - [Call Graph Results - Tue Oct 08 14:50:30 2002]]

i% File Edit View Activity Configure Window Help
_!i%’n = = | = & | ¥ Bz & |‘EE EER=S == Hjl.ﬂctivityZ[EaIIGraph]
[% % |[% |

ELLLEIEA N D

The red lines show the

|Module (1. # |Thread (1316) |Function (1316)

|Class (1316) |Calls (1316) |Self Time (1316) | Total Time (1316) | Callers (1316) ||

‘C getopt_long
gmtime

16 1
3 0 0 1

critical path. The critical

init_block 3
isatty 1 0 0

- = EE !

path_ls the most tlm?' iC  IsRootUNCName 2 0 0 1
consuming call path. Itis c mini 1 88 518 1@

B

based on total time. ]

| = | 7 | Show tap AutoLI %| Pecaloulate I Highlight: INone

o
|---'\s|-fw%';'|wwv|wﬂ|2§$§|l

Ui8| GetModuleHandled
GetCommandLineA
/2| GetversionExA

| itk gy
NE - OO | S

mainCRT Startup

Bright orange nodes
indicate functions with
the highest self time.

ime
18| _SEH_prokog

_setenvp
_RTC_Initialze
__crtGetEnvironmentSt..

_h=ap_init

=

AR NAARAR
SEFURELE
H M LNE
o a

reat file

< il

Last command: Fold parents |46 nodes, 46 edges; (45 and 43 shown; 1 and 0 selected)

Graph I Call Listl

For Help, press F1
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Intel® PTU Overview

® Eclipse* based, modular tool

—Underlying command line structure
—Virtually identical on Windows* and Linux*

® Available at: nhttp://whatif.intel.com

® Targeting Expert Users
— Internal tool used at Intel® Corp.

® Preview of new design and usage
® Focus on Features

Software and Services Group < in tel

51




Basic Sampling on a Matrix Multipl

& Intel(R) Performance Tuning Utility - 2007-08-30-13-37-17 - Eclipse Platform
File Edit Mawvigate Project Run Window Help
S i = (1 L SRR E £ |[B4 ntelR) Perfo... |
™ Tuning Navigator 3 = O (g 2007-08-30-13-37-17 52 ~_ = O |[[¢£2 Hotpath 2% ™~ S )
=1 |<4===g>| V|| Function | Hi | | Hi
=4 call_chain_Od call_c e 7,1 : :
D 2007-08-30-13-37-17 P f1 & call_chain.exe 5,319 f1 & 7,101
iy m 5 . B f2 iy call_chain.exe 3,699 main L= 7,101
ew
t - f4 FOS call_chain.exe 1,869 _tmainCR... 7,101
0 1 Basic Data Profiling Ay call_chain.exe 1,869 Register... 7,101
&) Profie. .. &) 2 Basic sampling 20 call_chain.exe 1,889
| 0 3 Basic Statistical Callgraph & call_chain.exe 1,352
Rename L - call_chain.exe 1,865
Delete
£| Refresh F5
Properties
Limit e | Process |AII Vl Thread |AII e | Module: |A|I |
Experiment Summary | Console r@ Caller [ Callee 22 = O
Function I Hint I Maodule I Total samples I Self samples I
ol f1 Fi call_chain, exe 5,270 7,101
. &= ... | & |cllchainexe| 8970 7101
Eda foo £ call_chain.exs 1,869 i]
o* @@ 1items selected
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Three views at once

B Intel{R) Performance Tuning Utility - multiply_t4i4j_blk.c - Eclipse Platform

File Edit Mavigate Project Run Window Help
Ch = gz T = %’l Intel(R) Perfo... | i
(B3 2007-08-30-13-37-17 | [Eg 2007-08-30-15-45-02 B multiply_t4i4i_blk.c > )
- [source | [Assembly | [Control Graph]| | ZE 7 @ %9 29 [i]  EventofInterest |CPU_CLK_UNHALTED.CORE |||
Source | N...¥ | C...E | 5 Address | L..| Assembly | IN...Y | el | o
| | 0x1BE14 & push =bp _4
7 int i.3j.k.ii.3J3J.numni.numnj; 0x1BB15 & mowv =bp. ==sp
8 int i2.j2.numiZ. numj2; 0x1BB17 & and esp. —0=8
=1 double temp: Ox1BB1A & push edi
10 <~ transpo== b i 0x1BB1E & push esi
i1 for(i=0:i<HUM:i++) { O0x1BB1C & push ebhx
iz fori{k=0:k<HUM k++) { 0x1BEID & =ub esp. 0x9ch
13 £ ] 5 e o ) e o R 17 71 Ox1BB23 moy eax. DWORD PTR [ebp+0ch]
14 T Ox 1BE26 T ecx, DUORD PTRE [ebp+014h]
15 I 0x1BB29 11 lea ecx. DWORD PTR [ecx+02080h]
15 numi = 256: 0x1BB2F 11 lea eax. DWORD PTR [=a=m+08h]
17 numj = 16; Ox1BB32 11 mow ed=x. -0=x400
18 = Block 1 multiphy_d+023h:
15 for{ii = 0; 1ii<HUM; ii+=numi){ P 0x1BB37 11 lea b=, DUORD PTR [eax+081b. .. s
Total Selected: Total Selected (7 instructions):
el
| Block 0 |_,| Block 1
Al Block 2
Line 13
Block 3
Block 4
Block 13 |_,| Block 14
Block 5 L3
Block 15
Block 9
Block 16
Block 19 Block 17 Block 6
Block 20 Block 10 -
< >
S
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Expanding the “arrow” we see the 2 threads access
the line at Different Offsets...This is False Sharing

& Intel(R) Performance Tuni

lity - 2007-12-15-08-33-27 - Eclipse Platform

File Edit Mavigate Project Run Window Help
F‘j' gg. § s §>|Intel(R}Perfn...| =
M1z = O|(Eg 2071215082251 ([ 2007-12-1508-33-27 32 N _ =
|| Function | Module | Collected Data Refs (%4Total) | LLC Misses (3Total) | Avg. Latency | Total Latency (3Total) | cachelines = | Pages # (%Total) | MEM_LOAD_RETIRED.L2_MISS (STota||
e sort main_share.exe  §,594,000,000 (100.0%) 400,000 (100.0%) 3 26,186,000,000 (100.0%) 1,029 24 (85.7%) 400,000 (100.0
[Eg 2007-1z
) 2007-12
& triad
] R4
Total Selected:

Granularity | STgamas | Process w| Thread | | Module | @] + | Filter by selection l? ﬁ ®
'_ExperimentSummary:Console Cachelines View X

..:!A

2007-12-15-08-33-27

Cacheline Address [ Offset { Thread / Function ] Collected Data ... ] LLC Misses {%cT... ] Avg. Latency

| Total Latency (... | Contention (%... | MEM LoAD RE... | MEM_LOAD RE... | misT ReTgg®..

] Contributors

- 0x0042a3chd 1,959,600,000 ... 400,000 (100.... 3 6,252,000,000.. 909,100,000 (.. 400,000 (100... 39,200,000 (8.. 1,920,000,000.. Offsets: 2 Threads: 2
I Offset:0x04(4) 1,050,500,000 (... 100,000 (25.0%) 3 3,319,000,000 (... 0(M/&) 100,000 (25.0%) 20,400,000 (46.... 1,030,00 . Threads: 1
P Offset:0%00(0) 90,100,000 (1... 300,000 (75.0%) 3 2,933,000,000 (... 0(M/a) 300,000 (75.0%) 18,800,000 (42.... 820,000 Threads: 1
I 0x0064ff40 836,000,000 (... 0 (0.0%) 3 2,508,000,000 ... 0 (NjA) 0 (0.0%) 0 (0.0%) 836,000,008 Offsets: 1 Threads: 1
b 0x0054ff40 764,000,000 (... 0 (0.0%) 3 2,292,000,000 ... 0 (N/A) 0 (0.0%) 0(0.0%) 764,000,000 (.. ;
I 0x0054Ff80 366,000,000 (... 0 (0.0%) 3 1,098,000,000 ... 0 (NjA) 0 (0.0%) 0(0.0%) 366,000,000 (.. Offsets: 2 Threads: 1
b 0x0064ff80 276,000,000 (... 0 (0.0%) 3 828,000,000 (... 0 (N/A) 0 (0.0%) 0(0.0%) 276,000,000 (.. Offsets: 2 Threads: 1
I 0x004369c0 14,000,000 (0.... 0 (0.0%) 3 42,000,000 (0.... 0 (NjA) 0 (0.0%) 0(0.0%) 14,000,000 (0... Offsets: 7 Threads: 1
b 0x00422580 14,000,000 (0.... 0 (0.0%) 3 42,000,000 (0. 0 (N/A) 0 (0.0%) 0(0.0%) 14,000,000 (0... Offsets: 6 Threads: 1
I 0x0042f380 14,000,000 (0.... 0 (0.0%) 3 42,000,000 (0.... 0 (NjA) 0 (0.0%) 0(0.0%) 14,000,000 (0... Offsets: 6 Threads: 1
b 0x004327c0 12,000,000 (0.... 0 (0.0%) 3 36,000,000 (0.... 0 (N/A) 0 (0.0%) 0 (0.0%) 12,000,000 (0... Offsets: 4 Threads: 1
I 0x00440900 12,000,000 (0.... 0 (0.0%) 3 36,000,000 (0.... 0 (NjA) 0 (0.0%) 0(0.0%) 12,000,000 (0... Offsets:5 Threads: 1
I 0x004229c0 12,000,000 (0.... 0 (0.0%) 3 36,000,000 (0.... 0 (NjA) 0 (0.0%) 0(0.0%) 12,000,000 (0... Offsets:5 Threads: 1
I 0x004396c0 12,000,000 (0.... 0 (0.0%) 3 36,000,000 (0.... 0 (NjA) 0 (0.0%) 0(0.0%) 12,000,000 (0... Offsets:5 Threads: 1
I 0x004399c0 12,000,000 (0.... 0 (0.0%) 3 36,000,000 (0.... 0 (NjA) 0 (0.0%) 0(0.0%) 12,000,000 (0... Offsets:5 Threads: 1
I 0x00440dcO 12,000,000 (0.... 0 (0.0%) 3 36,000,000 (0.... 0 (NjA) 0 (0.0%) 0(0.0%) 12,000,000 (0... Offsets:5 Threads: 1 -
& I 3
| 3 | Total Selected:

=
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Intel® Parallel Studio software products

The most comprehensive parallel programming tool kit
specifically for C/C++ Windows developers

Intel

Parallel

Advises = Composer « Myspecios « Amplifier S_I: U d i O

® Years of parallelism expertise in
HPC is now available for
PC/laptop applications

® Four new products help Windows
developers with parallelism

® All products inter-operate with
and extend Microsoft Visual
Studio

® All products are ready to support
common Concurrency Runtime
(Microsoft future)

® All products provide multicore
performance today

—and forward scaling to manycore
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Intel® Parallel Studio

Helps programmers throughout the development
cycle

Intel’

ParaIIeI

= Amplifie

Intel® Intel* Intel®

Parallel Parallel Parallel

“ Advisor : “ Compos * Inspector

great_ face
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Intelc Parallel Advisor

Insight into where parallelism benefits existing source code

—Spotlights where parallelism can be added

—Helps make better design decisions
>Shows consequences of decisions - identifies conflicts
>Suggest ways to resolve conflicts

® Microsoft™ Visual Studio™ Integration
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Intel® Parallel Composer

Incorporate parallelism quickly
with a C/C++ compiler and comprehensive threaded libraries

Primitives (Intel® IPP) detect parallel errors at compile

* Pre-threaded domain-specific libraries time
* Support for lambda functions * Spawn/par

* Data parallel arrays * Parallel debug plug-in

* Simple concurrency functions
* OpenMP* 3.0

* Parallel valarray Auto-vectorization,
auto-parallelization
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Intel® Parallel Inspector

Help ensure application reliability with Proactive “bug finder” for
all parallel programming models

—Root-cause analysis for crash-causing defects such as data races and
deadlocks

—Automatically monitoring the runtime behavior of the code to ensure
application reliability

—Critical for nondeterministic (the execution sequence can change from
run to run) errors that are difficult to reproduce

—Based on Intel® Thread Checker technology, plus more!
® Microsoft™ Visual Studio™ Integration
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Intel® Parallel Amplifier

Program like an expert.
Easy to use performance analyzer finds bottlenecks quickly

performance behavior

—Designed with significant user input — Intel application engineers,
customers, and Whatif.intel.com community (PTU)

—Makes Intel® Thread Profiler and Intel® VTune Performance Analyzer
technology much more accessible

® Microsoft™ Visual Studio™ Integration
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