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Overview Performance Libraries

Performance Libraries = IPP, MKL, CMKL, 

and … ODE, SSL, OpenCV

• MKL, IPP are libraries

• Intel (R) MKL is a set of mathematical functions for engineering, scientific and 
financial applications requiring maximum performance

• Intel (R) IPP is a C/C++ library of performance-optimized functions, F90 API -
crypto
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Advantages of PLL

• Outstanding Performance on Intel Platforms

• Automatic Runtime Processor Detection

• Multi-core Ready

• Cross-platform Libraries

• Royalty-Free Redistribution

• Quality & World Class Support



Intel® Software Development Products
for the Full Development Cycle

•• Intel® VTune™ Intel® VTune™ 

Performance  Analyzer, Performance  Analyzer, 

Threading ToolsThreading Tools

Intel® Intel® 
Performance Performance 

Libraries:Libraries:
MKL & IPPMKL & IPP

•• IntelIntel®® C/C++  Compiler   C/C++  Compiler   

•• IntelIntel® ® Fortran CompilerFortran Compiler

Intel® Solution ServicesIntel® Solution Services
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Source Code
Compile Execute OutputLink

Threading ToolsThreading ToolsMKL & IPPMKL & IPP •• IntelIntel Fortran CompilerFortran Compiler



Introduction and Overview MKL

Description 

• A highly optimized math library for scientific, engineering, financial 
and energy applications

Value

• Outstanding performance on Intel® Core™ 2 Duo, 
Intel® Xeon™,  Intel® Pentium® 4 and Intel® Itanium 2

• Optimized for the latest Intel® Core™ i7 processors ( Nehalem)

• Automatic multi-threading

– Take advantage of multi-core 
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– Take advantage of multi-core 

• Windows, Linux, Mac OS

• Distributed as a single package supported:

– all binaries: IA32, Intel64, IA64

– SMP and Cluster functionality 

– C, Fortran ( Fortran 95) interfaces

– Wrappers for F95 interfaces ( BLAS, Lapack) 

– Wrappers MKL DFTI for FFTW



Introduction and Overview MKL , cont. 1

– Linear Algebra – BLAS 

The industry standard for Linear Algebra Problems. 

Level 1 BLAS – vector-vector operations

Level 2 BLAS – matrix-vector operations

Level 3 BLAS – matrix-matrix operations

Extended BLAS – BLAS 1,2 and 3 levels

– Linear Algebra – LAPACK & ScaLAPACK
The industry standard for Linear Algebra Problems: solving systems of linear equations.
Solvers and eigensolvers. Many hundreds of routines total!

– Linear Algebra – Sparse Solvers

solving sparse systems of linear equations. PARDISO, DSS, ISS.
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– Fast Fourier Transforms

The Discrete Fourier Transform functionality  

– Vector Math Library

compute mathematical functions on vector arguments

– Vector Statistical Library
provides a set of routines implementing commonly used pseudo- or-quasi-random number 

generators with continuous and discrete distribution.

– Partial Differential Equations

provides capabilities for solving of Laplace, Poisson and Helmholtz problem



Introduction and Overview MKL , cont. 2

SMP and Cluster Domains:

SMP: BLAS, Lapack, Sparse Solvers, DFT …

Cluster: 

CFFT, 

ScaLapack

MPI support:

Intel® MPI Library Version 3.1,3.2

MPICH2 version 1.0.x 

MS MPI

December, 20087

MS MPI

Sparse vs. Dense matrix format representation:

Fit to the RAM -> use dense format for best performance 

Sparse format affects on performance



MKL 10.0 and 10.1 Key FeaturesMKL 10.0 and 10.1 Key Features

• Optimized for Intel® Core™ i7 processors ( Nehalem)

• New OS Support

• New packaging model

• New Linking model  

• New Threading Control

• DSS/PARDISO improvements 
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• Sparse BLAS improvements

Others:

Performance improvements

Iterative Sparse Solvers (ILUT pre-conditioner)

New memory support functions



New Linking model ( Example)
Interfaces

• LP64 / ILP64 (32 / 64-bit ints) 

• Intel or gfortran function 

• SP2DP: single precision BLAS 

functions with 64-bit fp parameters

Threading

• Use the Intel, Gnu, or PGI threading 

libraries  
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libraries  

• Sequential version contains no thread 

library dependencies

Runtime

• The Intel compiler threading runtime

• Support for multiple MPI 
implementations 



Threading in MKL

Most of Intel® Math Kernel Library (Intel® MKL) are threaded but:

• Memory bandwidth is limited resource

• So threading level 1 and level 2 BLAS are mostly ineffective ( O(n) )

There are numerous opportunities for threading:

• Level 3 BLAS ( O(n3) )

• LAPACK* ( O(n3) )

• FFTs ( O(n log(n) )
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• FFTs ( O(n log(n) )

• VML, VSL ? depends on processor and function

All threading is via OpenMP*

All Intel MKL is designed and compiled for thread safety

While use in threaded apps - remember about oversubscription!



New Threading Control in Intel® MKL

Intel® MKL version 10.0 increases the flexibility and control over threading

• New default behavior

Default means cases where # of threads is not user specified

• New functions, New environment variables
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• Domain Specific Thread Control:

Environment variable
set MKL_DOMAIN_NUM_THREADS=“MKL_ALL=1, MKL_BLAS=4”

Function calls
mkl_domain_set_num_threads( 1, MKL_ALL);

mkl_domain_set_num_threads( 4, MKL_BLAS);



Intel® MKL: PARDISO - OOC

• Pardiso == a direct solver for sparse linear systems of 

equations. 

• MKL 10.0 adds out-of-core (OOC) version of PARDISO for 

large linear system which can’t fit into the memory.

• Only serial version in 10.0

• The same API: set iparm(60) == [0,1,2] 

• Configuration files
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• Configuration files

MKL_PARDISO_OOC_PATH

MKL_PARDISO_OOC_MAX_CORE_SIZE

MKL_PARDISO_OOC_KEEP_FILE



PARDISO checker for sparse matrix structure

There exist the following limitation in PARDISO usage (see the 

description of array ja, pp 2352 in MKL Reference Guide): 

Ja  - Array. ja(*) contains column indices of the sparse matrix A stored 

in compressed sparse row format. The indices in each row must be 

sorted in increasing order.

The new feature checks whether this condition is satisfied. The checker 

is turn off on default. To turn it on, iparm(27) must be set to 1. Here ii 

what MKL reference manual says 
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“If iparm(27)=1, then PARDISO check integer arrays ia and ja. 

In particular, PARDISO checks whether column indices are 

sorted in increasing order within each row.”



PARDISO displays percentage of completion for 

factorization stage.

To print statistical information to the screen, the user must set the message 

level information parameter named msglvl to 1.  Starting from MKL 10.1, 

PARDISO among other typical information also displays percentage of 

completion for factorization stage if msglvl is 1.  

Here is a part of PARDISO output

……
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……

Reordering completed ...

Number of nonzeros in factors =     12303563

Number of factorization MFLOPS =         2879

Percentage of computed non-zeros for LL^T factorization

0 %  1 %  2 %  3 %  4 %  5 %  6 %  7 %  8 %  9 %  10 %  11%



New MKL Sparse BLAS features 

1. All the MKL Sparse BLAS routines in MKL 10.1 supports all data 

types for 1-based and 0-based indexing.  

2. MKL Sparse BLAS supports operations on two sparse matrices. 

These routines are mostly threaded.

3. MKL Sparse BLAS provides three sparse converters
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Support of all data types in MKL Sparse BLAS

Example: mkl_dcsrgemv is the matrix-vector multiply routine for real 

double precision data where the input matrix is represented in the 

compressed sparse row format.

In MKL 10.1 the following matrix-vector multiply routines are available

� mkl_scsrgemv  for real, single precision data

� mkl_ccsrgemv for complex, single precision data
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� mkl_ccsrgemv for complex, single precision data

� mkl_zcsrgemv for complex, double precision data

The same rule is applied for all MKL Sparse BLAS routines



MKL Sparse BLAS matrix converters

Intel MKL provides auxiliary routines - matrix converters - that convert sparse 

matrix from one storage format to another

The following matrix converters are available in MKL 10.1 Gold

• mkl_ddnscsr - Convert dense matrix into  a sparse matrix in the CSR format 

(3-array variation) and vice versa
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• mkl_dcsrcoo - Converts a sparse matrix in the CSR format (3-array variation) 

to the coordinate format and vice versa 

• mkl_dcsrbsr - Converts a sparse matrix in the CSR format to the BSR format 

(3-array variations) and vice versa



MKL Sparse BLAS matrix converters

CSR format

BSR COO DIA SKY CSC
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CSR format

Dense 

Converters for dashed lines will appear in the next release



Others Improvements:

• The LP64 interface of DSS/PARDISO now uses 64-bit 
addressing for internal arrays on 64-bit operating systems. This 
allows the direct solver to solve larger systems arrays with more 
than 2^31-1 elements

• Sparse preconditioners in Intel® MKL: 

ILU0 (less efficient for ill-conditioned systems and less 
computations required) 
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computations required) 
New - ILUT (more efficient for ill-conditioned systems and more 
computations required)

• New memory support functions: The following functions 
have been added: MKL_MemStat(), MKL_malloc() and 
MKL_free()



www.whatif.intel.com

• Intel® Summary Statistics Library – published 

(SSL provides a set of routines for computation of basic statistical 

estimates for single and double precision multi-dimensional datasets.)

• Intel® Decimal Floating-Point Math Library – published 

(The library implements the functions defined for decimal floating-point 

arithmetic operations in the 'DRAFT Standard for Floating-Point Arithmetic 

P754‘. The library supports signed and unsigned 8-, 16-, 32-, and 64-bit 

integers.) 
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integers.) 

• Intel® Ordinary Differential Equation Solver Library –

published (It offers explicit, implicit, and mixed solvers for non-stiff, stiff, 

and ODE problems with variable stiffness.)



Next Steps:Next Steps:

MKL Forum:

http://software.intel.com/en-us/forums/intel-math-kernel-library

Interface – C interface to LAPACK

December, 2008



Summary

What have we remember!

• Outstanding performance on all Intel® CPU, including the latest one

• New flexible treading model

• New  Linking model, support 64ibit pointers

• two preconditioners: ILU0 and ILUT
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• two preconditioners: ILU0 and ILUT

• Sparse Solvers improvements: OOC, performance, new features

• additional libraries: ODE, SSL



Q&A…?
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Intel® Integrated

Performance Primitives 

(Intel® IPP)
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Introduction

•Data Compression
•Signal processing
•Matrix 

•Image processing
•Image color 
conversion

Intel® Integrated Performance Primitives (Intel® IPP) is an extensive 
library of multi-core-ready, highly optimized software functions for 
multimedia and data processing applications.
A C/C++ library of performance-optimized 

functions covering 17 domains:

Supports:

Windows*

Mac OS*  

Linux*

December, 2008

•Matrix 
mathematics

•Vector 
mathematics

•Cryptography
•String processing
•Speech 
recognition

conversion
•JPEG / JPEG2000 
coding

•Computer Vision
•Video coding
•Audio coding
•Speech coding
•Realistic Rendering

IA-32 Intel®
Architecture

Intel® 64 (Intel®
EM64T)

Intel® Itanium® 2

Intel® XScale™



IPP® Domens: Signal processing domain - IPPS

Vector initialization function

Essential vector functions

Filtering Functions

Transform functions

Speech recognition

Audio coding functions

Speech coding functions
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Fixed-accuracy trancendental math functions

String manipulation functions



IPP® Domens : Image processing domain - IPPI

Image data exchange and initialization functions

Image arithmetic and logical operation functions 

Image color conversion functions 

Threshold and compare functions 

Morphological operation functions 

Filtering functions 

Image linear transform functions 

Image statistics functions 
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Image geometric transforms 

Two-dimensional Discrete Wavelet Transform (DWT) functions 

Computer vision functions 

Image compression functions 

Video coding functions 



IPP® Domens ColorConversion - IPPCC

Color Models support:

RGB, CMY, CMYK, YUV, YCbCr and YCCK, HSV & HLS 

support Сolor models conversion:

RGB to/from YUV, YCbCr, ….. 

Support conversion from color to gray scale

RGBToGray, ColorToGray and 

CFAToRGB - restore the RGB images from the gray-scale

Support different types of format conversion
– from pixel-order to planar format and vice versa
– changing number of channels or planes
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– changing number of channels or planes
– changing sampling format
– altering order of samples or planes

Support gamma correction

gamma forward and gamma inversion functions 

Intensity Transformation:

• ReduceBits

• LUT

• LUTPalette



IPP® Domens : SmallMatrix - IPPVM

Vector Algebra functions

• Add, Sub, Mul, Saxpy, Linear Combination (LCom)

• L2Norm, CrossProduct, DotProduct

Matrix Algebra functions

• Matrix-vector multiplication , Gaxpy operation

• Matrix-matrix Add, Sub, Mul operations

• Transposition, inversion, trace, determinant, Frobenius Norm 

Linear System Solution functions
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Linear System Solution functions

• Cholesky decomposition and linear system solver using Cholesky triangular factor

• LU decomposition and linear system solver with LU-factored square matrix

Least Squares Problem functions

• QR decomposition and least squares problem solver for the 

QR-decomposed matrix

Special optimization for sizes 3x3, 4x4, 5x5, 6x6

Processor specific optimization for Intel platforms



Q&A…?
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